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Abstract. The Rb D2 linewidth was studied using atoms cooled to a temperature of 50 μK that were
contained in a magneto-optical trap. The transmission of a probe laser through the atom cloud was mon-
itored using a CCD detector. The frequency of the probe laser was scanned across the resonance using
an acousto-optic modulator. The observed lineshape was very well fitted by a Lorentzian function. The
full width half maximum linewidth was examined as a function of the optical depth and the probe laser
intensity. The extrapolated value at zero optical depth 6.062 ± 0.017 MHz corresponds to a 5P3/2 lifetime
of 26.25 ± 0.07 ns. This result agrees with lifetimes found in experiments that measured the temporal
decay of fluorescence or photoassociation spectroscopy and is somewhat below the result of a relativistic
many body perturbation calculation.

PACS. 32.70.Jz Line shapes, widths, and shifts – 32.70.Cs Oscillator strengths, lifetimes, transition
moments

1 Introduction

The development of laser cooling techniques [1] permits
the production of atoms at temperatures where Doppler
broadening is negligible. Excitation at optical wavelengths
in ultracold atoms therefore allows the study of mech-
anisms that broaden the linewidth such as collisions as
well as the natural transition linewidth itself [2,3]. The
full width at half maximum (FWHM) linewidth γ is given
by [4]

γ = γo

√
1 +

I

Is
(1)

where I is the light intensity, Is is the saturation intensity
for the transition and the natural linewidth is related to
the excited state lifetime τ by

γo =
1

2πτ
. (2)

Nearly all lifetimes are derived from experiments that
measure the temporal decay of fluorescence. Unfortu-
nately, various groups have at times obtained conflicting
results. For example, in the alkali atoms there have been
disagreements at the 1% level between different experi-
ments even though individual experiments report much
smaller uncertainties, as well as discrepancies between ex-
periment and theory [5]. In the case of sodium, this dis-
crepancy was resolved by an experiment that measured
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the natural linewidth of the 3S1/2 → 3P3/2 transition us-
ing laser cooled atoms [2]. That experiment detected the
fluorescence generated by a laser whose frequency was pre-
cisely scanned across the transition.

This experiment shows how the natural linewidth can
be determined by studying the transmission of a laser
beam through a cloud of ultracold atoms. The technique
was tested by studying the 87Rb 5S1/2 → 5P3/2 transi-
tion. The 5P3/2 radiative lifetime corresponding to the
measured natural linewidth was then compared to results
of a number of independent experiments that have yielded
consistent results for the 5P3/2 state lifetime [6–10] and
with theory [11,12].

The laser intensity I transmitted through an atom
cloud is given by

I = Ioe
−Ncσ (3)

where Io is the incident laser intensity, Nc is the column
density and σ is the absorption cross section. For atoms
cooled to ultralow temperatures where Doppler broaden-
ing is negligible, the absorption cross section is given by

σ =
σo

1 +
(

ν−νo

γ/2

)2 (4)

where σo is the cross section at the resonance transition
frequency νo and ν is the laser frequency. Hence, for an
atom cloud having an optical depth,

OD = Ncσo (5)
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the natural linewidth can be determined by measuring the
transmission of the laser as a function of the frequency ν.
For small values of OD, the frequency dependence of the
laser beam transmitted through the atom cloud is well
approximated by a Lorentzian function.

This paper is organized as follows. First, the appa-
ratus and procedure are described. Next, the results are
discussed and corrections to the linewidth are examined.
Finally, the natural linewidth is used to compute the ra-
diative lifetime of the 5P3/2 state which is compared to
that found by experiments that monitor the temporal de-
cay of fluorescence or photoassociation spectroscopy as
well as theoretical calculations.

2 Apparatus and procedure

The apparatus used to generate and probe ultracold atoms
is shown in Figure 1. The operation of this system has
been described in detail elsewhere [13,14], and only a brief
overview will be given here. 87Rb atoms were first col-
lected in a magneto-optical trap (MOT) operating at a
pressure of ∼10−9 Torr. The atoms were cooled from sev-
eral hundred degrees Celsius using standard laser cool-
ing techniques [1]. A laser beam pushed the atoms into
a second MOT housed in an ultrahigh vacuum (UHV)
quartz cell operating at a pressure of ∼10−11 Torr. The
MOT was loaded for five seconds at a transfer frequency of
10 Hz. The atom cloud was then compressed magnetically
for 12 ms and further cooled for 4 ms using polarization
gradient cooling to a temperature of approximately 50 μK.
Lower temperatures were not necessary as the Voigt ab-
sorption lineshape very closely resembles the Lorentzian
natural lineshape and has a FWHM width that is only
5 kHz larger than the natural linewidth of the transition.

The ultracold atom cloud was probed using a laser
beam having a wavelength of 780 nm (New Focus Vortex
6013). The single mode probe laser frequency was locked
to the 87Rb 5S1/2 (F = 2) → 5P3/2 (F = 1–3) crossover
peak, where F denotes the hyperfine level, using a satura-
tion absorption spectroscopic signal. This signal used to
lock the laser frequency, was obtained using two photodi-
odes, PD1 and PD2, as illustrated in Figure 1. PD1 de-
tected the transmission of a probe laser beam that passed
through the cell. The second photodiode, PD2, detected
one of the two counterpropagating laser beams that inter-
sected in a Rb vapour cell. This signal showed saturation
peaks superimposed on a Doppler broadened background.
The subtraction of the two photodiode signals yielded a
Doppler free signal which facilitated locking the laser fre-
quency. The probe laser beam then passed through an op-
tical isolator that suppressed reflected laser feedback by
in excess of 34 dB to avoid laser frequency instability.

The frequency of the probe laser beam was con-
trolled by an acousto-optic modulator (AOM) (Intra Ac-
tion ATM-1001A2). Approximately 70% of the light was
shifted on each of two passes of the laser beam through
the AOM. Double passing the laser through the AOM
produced a frequency shifted beam whose spatial position
was independent of the AOM modulation frequency and
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Fig. 1. Apparatus. The laser beam path is represented by the
dashed line. See text for a detailed description.

thereby facilitated alignment of the laser with subsequent
optical components. In our experiments, the AOM was
used to increase the probe laser frequency by an amount
ranging from 160 to 256 MHz, where a shift of 212 MHz
corresponded to the 87Rb 5S1/2 (F = 2) → 5P3/2 (F = 3)
transition. The modulation frequency was monitored by a
frequency meter (Optoelectronics 2810) with an accuracy
of 1 kHz. The temporal duration of the probe laser pulse
of 0.1 ms was controlled by adjusting the amplitude of the
AOM modulation signal.

A polarizing beamsplitter (PBS) was used to input
the laser into a single mode optical fiber that transported
the laser beam to the UHV quartz cell housing the cold
atoms. This ensured constant alignment of the laser beam
relative to the ultracold atom cloud during the experi-
ment. The laser beam exiting the fiber was collimated
using a telescope, and directed through the UHV cell us-
ing mirrors. The probe laser beam incident on the atom
cloud was linearly polarized in the vertical y direction
and had a beam waist area of ≈0.5 cm2. The laser power
was varied using neutral density (ND) filters and mea-
sured using a power meter. The maximum available laser
power was less than 100 μW. The laser beam transmit-
ted through the atom cloud was imaged by a lens onto
a CCD camera (Santa Barbara Model ST10XME) con-
sisting of 2184 × 1472 pixels. Each pixel had an area of
(6.8 μm)2. The CCD was mounted on a Peltier cooler
which was turned on at least half an hour before images
were recorded. The dark current was examined by taking
an image with the laser blocked and found to be less than
1% of the signal strength. The size of the atom cloud as
determined with the CCD was checked by measuring the
gravitational acceleration of the atoms when released from
the trap.

The UHV quartz cell was surrounded by three pairs of
rectangular coils that cancelled the residual Earth’s mag-
netic field to less than 10 mG as measured by a Hall effect
gaussmeter. The MOT magnetic field as well as the cool-
ing and repumper lasers were turned off 5 ms before the
probe pulse to allow the decay of any induced currents
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(a) (b)

(c)

Fig. 2. (Color online) CCD images (1000 × 1000 pixels) show-
ing probe laser beam absorption by ultracold atoms. CCD im-
ages of (a) laser absorption by atom cloud; (b) background
with no atoms present; (c) result of background subtraction.

in the MOT coils. A computer was interfaced to the cur-
rent power supplies as well as to the AOM and CCD. A
Labview 6.1 software program was written to control the
timing of these instruments throughout the experiment.

The experimental procedure was as follows. Two sep-
arate CCD images were taken as shown in Figure 2 at
each probe laser frequency. The first was an absorption
image of the ultracold atom cloud, and the second was a
background image taken with no atoms present. Figure 2c
shows the atom cloud image resulting from the subtrac-
tion of the two images done by the CCD software [15]. The
resulting image was fit to a Gaussian function to locate
the atom cloud center. This image was then divided into
45 concentric rings where each ring had a width of 10 pix-
els. This encompassed the maximum unobstructed region
that could be viewed as the quartz cell was surrounded
by the MOT coils. For each ring, the average absorption
of the probe laser or optical depth was found and plot-
ted as a function of the radius as shown in Figure 3. The
optical depth is maximum at the cloud center and is re-
duced to half this value at a radius of about 1 mm. The
maximum optical depth corresponds to a column density
of 1.5 × 109 atoms/cm2 using the value for the resonant
absorption cross section of σo = 1.39 × 10−9 cm2 [16].

The probe laser frequency was scanned across the reso-
nance. Figure 4 shows the average laser absorption by the
ultracold atom cloud as a function of frequency for the
central ring and two outer rings. Data was taken by incre-
menting the laser frequency in steps as small as 0.5 MHz
near resonance. This increment was increased to 6 MHz
for frequencies further from resonance which were used
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Fig. 3. Radial dependence of optical depth.
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Fig. 4. (Color online) Sample Lorentzian fits of probe laser
absorption to laser frequency. Data is shown for the central
ring (black dots) and rings with radii 1.11 (red squares) and
2.24 (black triangles) mm. For convenience, the signal for the
largest diameter ring is multiplied by a factor of 1.5. The data
for each ring is fitted to a Lorentzian function.

to determine the baseline. The data for each ring was
well fit by a Lorentzian function using a minimization of
least squares curve fitting algorithm. The fitted FWHM
linewidth was next plotted versus the optical depth as
shown in Figure 5. The linewidth at zero optical depth
was determined for each run with a statistical uncertainty
of ≤0.1 MHz by fitting a line to the data.

3 Results

A total of 57 data runs was taken on 17 days at several
different laser powers using neutral density (ND) filters.
Table 1 lists the average linewidths found at the different
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Table 1. Observations of linewidth using different neutral density filters. The FWHM linewidth has been corrected for the
laser intensity and has been extrapolated to zero optical depth as discussed in the text.

Average probe FWHM linewidth Laser intensity Corrected FWHM

laser intensity at 0 OD (MHz) correction (MHz) linewidth (MHz)

(μW/cm2)

41 6.173 –0.050 6.123 ± 0.021

115 6.343 –0.139 6.203 ± 0.024

150 6.339 –0.182 6.156 ± 0.034

Average 6.158 ± 0.015
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Fig. 5. Dependence of observed FWHM linewidth versus opti-
cal depth. The FWHM uncertainty of each point is comparable
to the dot size. A line was fit to the data to extrapolate the
linewidth at zero optical depth.

laser intensities. The maximum laser intensity was only
about 5% of the saturation intensity 2.503 mW/cm2 [17].
Hence, from equation (1), the natural linewidth at zero
intensity γo, could be found by adding a correction

Δγ = − I

2Is
γo. (6)

Alternatively, one could compute the correction for each
point in Figure 5. This was not done since the waist ra-
dius of the probe laser beam is four times larger than the
0.1 cm radius of the atom cloud. A 10% uncertainty in
the average laser intensity experienced by the atoms en-
compassed the maximum intensity experienced by atoms
at the cloud center and atoms at the cloud edge. The un-
certainty of the final result in Table 1 incorporates the
statistical uncertainty of the observed linewidths extrapo-
lated to zero OD as well as the smaller uncertainty in laser
intensity used to determine the correction given by (6).

Estimates of the contributions of other mechanisms
that could affect the linewidth are given in Table 2. The
largest broadening effect is due to frequency jitter of the
probe laser which arises from the accuracy of the fre-
quency lock circuit and the finite laser linewidth which
is specified by the manufacturer to be less than 300 kHz
over a 50 ms period. The laser frequency was locked us-
ing a saturation spectroscopic signal observed by passing

Table 2. Determination of natural linewidth.

Effect Value (MHz)

Extrapolated linewidth at 0 O.D. 6.158 ± 0.015

Frequency jitter of probe laser –0.091 ± 0.009

Residual Doppler broadening –0.005

Zeeman broadening <0.001

Collisions <0.001

Lorentzian approximation of laser <0.001

absorption lineshape

Result for natural linewidth 6.062 ± 0.017

the laser through a vapour cell as described earlier [13].
This signal contains a number of peaks separated by mul-
tiples/differences of the hyperfine splittings of the 5P3/2

state. The latter have been determined with an uncer-
tainty of only a few kHz and enable the frequency to be
calibrated [18]. No assumption on the width of the hole
burned lineshape, which is sensitive to various broadening
effects, is required [19]. The intensity fluctuation of the
frequency locked laser beam transmitted through the cell
then provided an estimate of the frequency stability. The
laser frequency was monitored for periods of time ranging
from 0.1 ms to 1 s. The same result of 0.78 ± 0.05 MHz was
found for the different time periods where the uncertainty
was one standard deviation about the average.

The effect of the observed laser jitter on the linewidth
listed in Table 2 was estimated by convoluting it with the
absorption cross section given by (4). The resulting func-
tion closely matched the Lorentzian absorption cross sec-
tion but had a slightly reduced amplitude which increased
the FWHM linewidth by 0.091 ± 0.009 MHz. The uncer-
tainty of this correction arises from the accuracy of the
laser frequency stability.

Table 2 also lists the magnitudes of several possible
broadening mechanisms. The residual Doppler broadening
was estimated by calculating a Voigt profile and found to
give a correction of 5 kHz. The correction arising from
Zeeman broadening was estimated as follows. The lin-
early polarized probe laser pulse excited five transitions
i.e. 5S1/2 F = 2 mF → 5P3/2 F = 3 mF where the Zeeman
sublevels are denoted by mF = 0, ±1, ±2. The Zeeman
shift of these transitions scales linearly with the field B
and is given by (gF (5P3/2) – gF (5S1/2)) μBBmF where
gF is the g factor and μB is the Bohr magneton. The effect
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Table 3. Lifetime of Rb 5P3/2 state.

Result (ns) Technique

26.24 ± 0.04 Fast beam gas laser [6]

26.20 ± 0.09 Temporal fluorescence decay in MOT [7]

26.25 ± 0.08 Photoassociation spectroscopy [10]

26.26 Photoassociation spectroscopy [21]

26.25 ± 0.07 This work

26.42 Theory [11]

26.0 Theory [12]

on the lineshape was studied by summing the lineshapes
for the transitions weighted using the appropriate Clebsch
Gordon coefficients. The change of the FWHM of the line-
shape for a 10 mG residual field is less than 1 kHz. The
same result was found if the lineshape was generated by
only considering laser excitation of atoms occupying the
5S1/2 F = 2 mF = ±2 levels showing that optical pump-
ing which could alter the relative populations of the mF

sublevels, had negligible effect on the linewidth.
The mean collision time between the ultracold atoms

and residual gas in the vacuum chamber was estimated
and found to be much greater than the probe laser pulse
length. Similarly, collisions amongst the ultracold atoms
were insignificant as the density of the cold atoms was
several orders of magnitude lower than is the case for
Bose Einstein condensates [14,20]. Effects such as radia-
tion trapping and forward scattering which can be signifi-
cant at higher densities were not evident. This was shown
by the close agreement between the linear dependence of
the observed linewidth on the optical depth as shown in
Figure 5. The computed value of 1.68 MHz/OD agreed
with the average observed slope of 1.59 ± 0.07 MHz/OD
where the uncertainty is one standard deviation of the
data about its average value.

Table 3 compares the lifetime computed from the nat-
ural linewidth using (2) with previous work. Volz and
Schmoranzer [6] passed a fast rubidium ion beam through
a gas cell. The resulting neutral atomic beam was inter-
sected orthogonally by a cw dye laser beam. Fluorescence
produced by the radiative decay of the 5P3/2 state was de-
tected by a photomultiplier that was mounted on a trans-
lation stage. The signal was recorded as a function of the
distance along the atomic beam. This experiment resolved
discrepancies of the first excited state lifetimes of various
alkali atoms obtained by different groups using the same
technique, as well as differences with theory. The authors
found that the fluorescent detection efficiency decreased
slightly due to the divergence of the atomic beam. This
led to an underestimate of the lifetimes by as much as
2%. They modeled the effect of beam divergence on flu-
orescence detection. This model was tested by measuring
lifetimes of several transitions in neutral helium. Helium
has a much lower mass than Rb resulting in a compara-
tively larger beam divergence. The He lifetimes corrected
for the beam divergence effect agreed well with accurate ab
initio theoretical calculations. This experiment reports a
5P3/2 lifetime accurate to better than 0.2% which requires

a very high signal to noise. Unfortunately, the paper does
not present any data showing the temporal decay of the
fluorescence used to derive this result.

Simsarian et al. [7] determined the lifetime by mea-
suring the fluorescence of atoms excited in a MOT. The
fluorescence was not found to be fit well by an exponen-
tial decaying function when the number of trapped atoms
exceeded 1000. The authors speculate this may be due to
radiation trapping or collisional quenching of the excited
state. Lifetimes observed using a high number of trapped
atoms differed from that obtained at a lower number of
atoms by as much as 0.8% and were not included to de-
termine the lifetime listed in Table 3.

Two groups [8,9] used photoassociation spectroscopy
to study the formation of ultracold Rb2 molecules. Pho-
toassociation refers to the creation of a molecule that oc-
curs when two atoms, each in the 5S1/2 ground state col-
lide, and one of the atoms is excited by a laser to the 5P3/2

state. A molecule is formed if the resulting interaction has
an attractive potential. These molecules can decay pro-
ducing free atoms that are too energetic to remain in the
trap. The interatomic potential depends on the matrix
element between the 5S1/2 and 5P3/2 state that also de-
termines the 5P3/2 radiative lifetime. Precise information
is obtained by studying the rovibrational molecular states
generated as a function of the photoassociation frequency.

Boesten et al. [8] studied 87Rb atoms by focusing a
808 nm laser to create a 5 mK deep far off resonance op-
tical dipole trap. The photoassociation laser had an in-
tensity between 20 and 1000 W/cm2. Gabbanini et al. [9]
created cold rubidium molecules of both 85Rb and 87Rb
isotopes at a temperature of ≈90 μK in a MOT. The pho-
toassociation laser had a power of 70 mW and was fo-
cused to a spot smaller than the atom cloud in the MOT.
Subsequent analysis of the data of these photoassociation
experiments resulted in the lifetime estimates listed in Ta-
ble 3 [10,21].

The 5P3/2 lifetime determined by this work agrees with
that found using other experimental techniques. All of the
experiments report lifetimes that are below the result of
an ab initio relativistic many body theory calculation [11].
This difference is more than double the experimental un-
certainty in every case. This theoretical value is also 1%
higher than the result found using a hydrogenic poten-
tial to approximate the interaction of the alkali valence
electron with the nucleus and inner electron cloud [12].

4 Conclusions

This work demonstrated a technique to directly measure
the spectral linewidth of a transition. It is of interest
for the study of line broadening that has primarily fo-
cused on systems where Doppler broadening remains sig-
nificant [22]. The advantage of ultracold atoms is that
Doppler broadening is negligible facilitating the study
of other broadening effects such as due to collisions.
The technique of monitoring the transmission of a laser
through a cloud of atoms is also relatively simple. The
spatial profile of the laser beam is readily observed by a
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CCD camera which allows the study of the laser transmis-
sion as a function of the optical depth of the atom cloud.
The detector can also be located a considerable distance
from the atoms. This is important as trapping magnetic
field coils frequently obscure the atom cloud making it
difficult to place a photomultiplier close to the atoms to
detect a significant fraction of the fluorescence.

The measurement of the natural linewidth allows the
determination of the excited state lifetime. This allows an
important test of experiments that determine lifetimes by
observing the temporal decay of fluorescence which have
in the past encountered subtle systematic effects at the
level of a few percent that are not easily understood. The
uncertainties can be especially significant for transitions
having ultrashort lifetimes which have a correspondingly
large natural linewidth. Hence, the technique of measur-
ing the natural linewidth to determine the excited state
lifetime may be especially useful for studying rapid tran-
sitions.

For the Rb 5P3/2 state, the lifetimes determined ex-
perimentally using three different techniques yield results
with uncertainties of less than 0.3%. This is significant as
the systematic effects that potentially influence these ex-
periments are very different. These experimental results
provide an important benchmark for theory. The mea-
surement of linewidths therefore not only is of interest
for studying broadening mechanisms but also is useful to
test lifetimes determined using very different experimen-
tal techniques. These data in turn stringently test ab initio
theory that takes into account relativistic and many body
effects.

The authors wish to thank the Canadian Natural Science and
Engineering Research Council for financial support.
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